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/Ql: While eating, when does one drink soup? \
[Underspecified]

Q2: While eating, when does one drink Cantonese
seafood soup? [Implicit]

Q3: While eating in China/the United States, when
\does one drink soup? [Explicit] /

Problem Setting
* |s commonsense knowledge
necessarily universal?

Unintended cultural biases.

Need to account for implicit cultural
perspectives of corpus texts or
crowdsource workers.

a I
Al: Before the main dish. [United States]

A2: After the main dish. [China]

\

An example from FORK

Motivation
“ Determine the cultural contingency of o
commonsense reasoning models. S Bor
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What we present
* FORK: Food ORIiented cultural
commonsense Knowledge
> 184 CommonsenseQAM style
questions related to culinary
customs and practices.
> Underspecified, Implicit and
Explicit guestions.
> (Questions span various themes
and countries.

Experimental Setu
. P : P Percentage times a US answer is chosen over a nhon-US
“ Jest mu{t'ple models from the BERT answer for Underspecified questions

family on FORK.
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Non-US answer is chosen for Underspecified Questions
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Key Takeaways

 Commonsense reasoning systems make
cultural assumptions.

* FORK can help evaluate cultural
contingency.
Results on FORK show system cultural
blases favoring US over non-US

cultures.
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View our dataset here! |




